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EFLEC: Efficient Feature-LEakage Correction in GNN-based Recommendation Systems 

Introduction 
  Graph Convolutional Neural Networks (GNN) based 
recommender systems are state-of-the-art. However, they 
suffer from the feature leakage problem since label 
information determined by edges can be leaked into node 
embeddings through the GNN aggregation procedure guided 
by the same set of edges, leading to poor generalization.  
  We propose an efficient accurate removal algorithm to 
generate the final embedding to solve the feature leakage 
problem. 

Feature Leakage Problem 

The proxy of positive labels appears as an implicit feature in 
the training procedure. The main reason is that each edge 
(the green edge in this example) performs dual roles in the 
training procedure. The green edge serves a role to set one of 
the positive training labels. On the other hand, it also 
provides a signal for GNN aggregation, which will reinforce 
the similarity between the embeddings of the two end nodes 
of the green edge. This reinforcement never appears in the 
inferencing phase between two potentially similar nodes, 
leading to degraded generalization.  
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Naive Solutions  

Is it possible to use the graph information as an accurate removal method while 
keeping an acceptable computation complexity as the sample and removal method?

Our Algorithm and Experiment Results 
We found the relation between the node embeddings from the original graph and those after the 
accurate removal method, and propose a dynamic programming method to efficiently evaluate the 
embedding from accurate removal. Empirical results demonstrate that our algorithm can improve 
the performance on sparse datasets while the computation time is close to the vanilla algorithm 
without correction.
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Accurate removal  
Generate a separate graph for each edge when it 
acts as a training label and removes it.  
• Pros: perfectly removes the leakage 
• Cons: computational complex

Sample and Removal 
In each min batch, generate a graph with all the edges as 
training labels removed. 
• Pros: efficient computation 
• Cons: aggressive removal ignores a substantial amount 

of information


